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Abstract 
In this work, we present an automatic speech classification system for the Tamazight phonemes. 

We based on the spectrum presentation of the speech signal to model these phonemes. We have used an 
oral database of Tamazight phonemes. To test the system’s performances, we calculate the classification 
rate. The obtained results are satisfactory in comparison with the reference database and the quality of 
speech files. 
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1. Introduction 
Some studies show that Automatic Speech Recognition (ASR) systems still lack 

performance when compared to human listeners in conditions that involve additive noise [1]. 
Such systems can improve performance in those conditions by additional levels of language 
and context modeling. However, this contextual information will be most effective when 
underlying phoneme sequence is sufficiently accurate. Hence, robust phoneme classification is 
a very important stage of ASR [2-4]. Accordingly, the front-end features must be selected 
carefully to ensure that the best phoneme sequence is predicted. In this paper, we investigate 
the performances of the speech spectrum and Gaussian mixture. Phoneme classification is 
commonly used for this purpose. 

We are particularly interested in Moroccan Tamazight phonemes and we have selected 
the spectral features. For instance, the Mel Frequency Cepstral Coefficients (MFCC) is the most 
popular features used to model the speech signal. These features are the best modeling of the 
perception and production of human devices. In this work, we use the Gaussian model to 
classify the Tamazight phonemes. In this context, we took a population of phonemes that 
construct the digits from one to ten; we model each phoneme by features vectors. Phoneme 
classification by Gaussian mixture permits to collect the acoustic vectors that have the same 
characteristics. This classification can be used in hybrid with a hidden Markov model in 
particular applications [4-7]. The obtained classification rate is variable according to the 
phoneme type and its context.  

Anyway, this paper is organized in the following manner. In section 2, we will give a 
description of speech spectrum; Section 3 describes a Gaussian mixture for a speech 
classification. Section 4 presents the experiments results. Finally, the study is ended by a 
conclusion. 
 
 
2. Speech Spectrum 

The speech spectrum is the presentation of signal on the three-dimensional space, the 
axis X presents a time, frequency in the axis Y and the level of each frequency in the axis Z. 
This analysis is obtained by using bunch of filters and Fourier transform. The following figure 
presents an example of a spectrum for the word ‘yan’ (number one). The black levels present a 
concentration of frequencies (Figure 1 and Figure 2). 

 
 



TELKOMNIKA  ISSN: 2302-4046  

Phonemes Classification Using the Spectrum (Ahmed El Ghazi) 
 

369

 
 

Figure 1. Speech spectrum for the word ‘yan’ Figure 2. Spectrum of word ‘SIN’ and 
phonemes boundaries 

 
 

This spectrum is variable according to the signal form. The speech spectrum is used to 
improve phonemes boundaries by detecting the areas of frequency concentration (Figure 2). 
This segmentation is approximate; it is difficult to determine the exact boundaries in speech 
signal. 

 
 

3. Gaussians Mixture 
The Gaussian mixture model (GMM) is an effective description of data sets comprising 

clusters of vectors that are more complex than simple Gaussian distribution. A Gaussian 
mixture model [1, 7], [9-11] is defined as: 

 
 ∑ ,µ , ∑  
 

Where ,µ , ∑  is the Gaussian probability density function with mean µ  and covariance 

∑ = , x is a random D-dimensional vector,	 , , … ,  and the  are weights which 
describe the relative likelihood of classes being generated from each of the clusters and must 
satisfy∑ , where N is the number of classes. 

In order to generate the GMMs from the phoneme training sequence, we employed the 
Expectation-Maximization (EM) algorithm [10], [12-13]. The EM algorithm for maximum-
likelihood estimation of the parameters of a GMM is an iterative procedure in which each 
iteration consists of two steps: an estimation step (E-step), followed by a maximization step (M-
step). In the E-step, the likelihoods, means and covariance matrix of GMMs are estimated 
depending on the observation sequence. In the M-step, the new values of the estimation of 
parameters of the GMMs are computed. 

Suppose that we have a sample of S points	 , , … , , j=1,…, S, drawn from a 
set of points which are assumed to lie in N clusters. We initialize N Gaussians with probabilities 
p1=p2=…. =pn=1/N, means µ1, µ2, …, µn, which can either be random or set equal to N of the 
data points with a small perturbation, and covariance matrices∑ ,∑ ,… , ∑ , set equal to the 
identity matrix [1]. 

In the E-step we compute: 
The total likelihood: 

 
 ∑ ,µ , ∑ , , , … ,  

 
Where g is the Gaussian probability density function, the normalized likelihoods: 
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 ,µ , ∑ /  
 

The notional count: 
 

 ∑ , , , … ,  
 

The notional means: 
 
 ∑ / , , , … ,  

 
And the notional sums of squares: 
 
 ∑ / , , , … ,  

 
In the M-step, we compute new values of parameters of the Gaussian model as follows: 

 
 /  
 
 µ  
 
 ∑ 	  

 
Where i=1, 2,…, N. 

The Gaussian model can be assimilated to a hidden Markov model with one state 
(Figure 3). Each state represents a phoneme with n Gaussian components. The observations of 
this state are devided between the Gaussian components. In the classification step, we 
calculate the likelihood between the input features and all the Gaussian components. 

 
 

 
 

Figure 3. Gaussian mixture with 2 components 
 

 
4. Database 

The training data comprised a small vocabulary of ten isolated digits in Tamazight (from 
one to ten) spoken by ten speakers (5 males and 5 females) and test data spoken by five 
speakers. The produced signals are sampled at 16 KHz. Then, thespeech data was windowed 
(25 ms) and 512 pointsof FFTs were computed with a 256 points (12,5ms) advance between 
frames. The FFT coefficients were binned into12 Mel-spaced values to produce 12-dimentional 
featurevectors [1]. The Table 1 presents a training database and Table 2 presents the list of 
phonemes used. 
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Table 1. Training database 
Numbers Phonetic transcription Tifinagh Transcription 

1 Y  A  N ⵢⴰⵏ
2 S  I  N ⵙⵉⵏ
3 C   R   A  DD ⴽⵕⴰⴹ
4 K  O   Z ⴽⴽⵓⵣ
5 S   MM  U S ⵙⵎⵎⵓⵙ
6 SS   DD  E  SS ⵚⴹⵉⵚ
7 SS  A ⵙⴰ
8 TT   A  M ⵜⴰⵎ
9 T   Z   A ⵜⵥⴰ

 
Table 2. Phonemes list used 

Phoneme Context Symbol 
/Y/ Y  ̴ A  ̴ N ⵢ

/I/,/ N/ S  ̴ I ̴ N ⵉ, ⵏ
/C/,/R/ C  ̴ R  ̴ A  ̴ DD ⴽ, ⵕ
/K/, /O/ K  ̴ O ̴ Z ⴽⴽ, ⵓ
/S/, /U/ S ̴ MM ̴ U ̴ S ⵙ, ⵓ
/DD/ SS ̴ DD ̴ E ̴ SS ⴹ

/A/, /SS/ SS ̴A ⵙ, ⴰ
/TT/, /M/ TT ̴ A ̴ M ⵜ, ⵎ
/T/, /Z/ T ̴ Z  ̴ A ⵜ, ⵥ

 
 

5. Results of Phonemes Classification 
The classification system permits to affect each phoneme to its Gaussian component. In 

the classification step, we calculate the likelihood between the phoneme featurein the input 
vectors and all the references Gaussians components. The obtained results are shown in  
Table 3. 
 
 

Table 3. Obtained results 
Phonemes Classification rate Error rate 

/Y/ 74% 26% 
/I/ 72% 28% 
/C/ 78% 22% 
/K/ 62% 38% 
/S/ 79% 21% 

/DD/ 80% 20% 
/A/ 75,5% 24,5% 
/TT/ 72,66% 27,34% 
/T/ 70% 30% 
/N/ 81% 19% 
/R/ 82% 18% 
/O/ 78,5% 21,5% 
/U/ 68% 32% 

/SS/ 70,5% 29,5% 
/M/ 72% 28% 
/Z/ 76% 24% 

 
 

The error rate represents the classification error that illustrates the ambiguity between 
phonemes. At the acoustic level, there are common characteristics between speech units. The 
Table 4 presents some of these ambiguities.   

 
 

Table 4. Some ambiguities between phonemes 
phonemes i=/S/  

j=/SS 
i=/T/ 

 j=/TT/ 
i=/O/ 
 j=/U/ 

i=/C/ 
j=/K/ 

Ambiguity rate Ti/j  
20% 

 
24% 

 
20% 

 
25% 

Ambiguity rate Tj/i 27% 25% 21% 26% 
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The obtained results illustrate the important ambiguity between phonemes. This shows 
that, in acoustic level, it is difficult to distinguish between phonemes. To remedy this problem, it 
needs a linguistics study to integrate new parameters that permitto determine carefully the 
phonemes boundaries. 

Ambiguity, in general, takes place between the neighbour phonemes or phonemes that 
have nearly the same pronunciation. In this context, there is an ambiguity between /T/ and /TT/, 
/S/ and /SS/ and /O/ and /U/. There is also another ambiguity between phonemes that are close 
in speech signal, for example between /A/ and /DD/ in number ‘CRAD’ (three). This ambiguity is 
due to the interaction of the acoustics features.  
 
 
6. Conclusion 

The phonemes classification is the method that can classify a speech units based on 
the acoustics features. This classification can be used as a classifier for the hidden Markov 
model or neural network and it permits to improve the recognition rate and reduce the speech 
units’ ambiguity. The Gaussian mixture is the most popular model used in classication. It is 
based on the three-dimensional presentation of data based on  the  vectors  of  the average and  
covariance matrices that model in a better way variation of speech signal. The obtained results 
show that there is an ambiguity between phonemes and there are no exact boundaries in 
speech signal. To resolve this problem, a special language study for each dialect must be made 
to take into account other characteristics of speech signal. 
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