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Abstract 
This paper presents a straight forward application of Layer Recurrent Neural Network (LRNN) to 

predict the load of a large distribution network. Short term load forecasting provides important information 
about the system’s load pattern, which is a premier requirement in planning periodical operations and 
facility expansion. Approximation of data patterns for forecasting is not an easy task to perform. In past, 
various approaches have been applied for forecasting. In this work application of LRNN is explored. The 
results of proposed architecture are compared with other conventional topologies of neural networks on 
the basis of Root Mean Square of Error (RMSE), Mean Absolute Percentage Error (MAPE) and Mean 
Absolute Error (MAE). It is observed that the results obtained from LRNN are comparatively more 
significant.  
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1. Introduction 
Load is a device or a set of device, which are consuming energy from the power system 

networks. Consumption of energy varies with respect to time because the pattern of usage of 
electricity by consumers cannot be controlled [1]. Forecasting of load is an important and 
challenging task due to its non-smooth behavior. Load forecasting helps the power dispatching 
department to accurately and conveniently generate electricity and helps in cost savings. Short 
Term Load Forecasting (STLF) is an important tool for cost savings and it helps to maintain the 
continuity of electricity supply [2]. STLF is important when load patterns are required to be 
predicted in advance. Customers are given incentives to modify their usage pattern to avoid the 
usage of energy at peak hours which can help to reduce the burden on electricity utilities [3]. 

Load forecasting can be broadly divided into three categories: short 
term forecasts which are usually from one hour to one week, medium-term forecasts which are 
usually from a week to a year, and long-term forecasts which are longer than a year [4]. In order 
to meet load requirements and cost efficiency, accurate load forecasting is necessary. 
Underestimation of load may lead to breakdown of power system network due to stability 
problems while overestimation leads to starting of extra generating units and a cost inefficient 
system. Also in smart prepaid meters, units of energy needs to be purchased in advance, so it is 
required to determine the accurate value of daily consumption of units in advance through load 
forecasting [5]. For accurate forecasting we need to know the features which affect the load 
pattern. These features may be temperature and other weather conditions like humidity, price of 
electricity, typ e of area (commercial, industrial and domestic) or type of consumers. Feature 
selection is the process of selecting a set of representative features that are relevant and 
sufficient for building a prediction model. Appropriate feature selection improves the accuracy of 
prediction (forecasting) models [6]. Many load forecasting techniques have been proposed and 
applied to forecasting models successfully. Broadly they can be classified into conventional and 
advanced learning (artificial intelligence) techniques. Conventional methods are based on the 
relationship between load and factors affecting load. These methods are simple but erroneous 
due to non-linear relationship between load and factors affecting load [9]. 

Nowadays vector machine model theory [6], artificial neural network, support vector 
machine model are been used for short term load forecasting. In [7] author presented self-
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similarity theory combined with fractal interpolation theory to short term power load forecasting. 
Various other techniques are used for load forecasting, they can be classified as traditional 
techniques, classical techniques or hybrid of both. Artificial neural networks are used in load 
forecasting due to their capability to model non-linear mapping relations between inputs and 
outputs and they can learn from a set of examples [8]. 

STLF is a potential area of research and various techniques have been employed by 
researchers to forecast the load [4-9]. A brief survey of literature is presented below to establish 
relevance of work presented in this paper. In Linear regression method, functional clustering 
procedure is used to classify daily load curves and then a family of functional linear regression 
models is defined. For forecasting, a new load curves is assigned to clusters, applying a 
functional discriminant analysis [10]. Kalman filter is used to estimate the load model 
parameters. Models proposed in conjunction with kalman filters estimation consider either the 
dependence of the load on the weather or on the previous load as a time series autoregressive 
models.Hybrid models can also be used to express the load as a combination of both to predict 
future loads [11]. Fuzzy expert systems can incorporate a set of IF-THEN rules and expert’s 
opinion. Historical data are converted into fuzzy information and then forecasting is performed. 
Fuzzy expert systems can give results with high accuracy [12, 13]. 

Support vector machines (SVM) generate a model which will predict unknown output 
based on known input [21]. SVM’s are based on principle of structural risk minimization which is 
used in neural networks [6]. In [14] author have applied back-propagation learning algorithm to 
train ANN for forecasting time series.In [15] author has demonstrated that ANN can be applied 
in STLF with accepted accuracy. Dillon et al. [16] used adaptive pattern recognition and self-
organizing techniques for STLF. 

Different techniques namely; regression, multiple regression, exponential smoothing, 
iterative reweighted least squares, adaptive load forecasting, stochastic time series 
autoregressive, ARMA model [17], ARIMA model [18], support vector machine [19], soft 
computing based models- genetic algorithms, fuzzy logic, neural networks and knowledge 
based expert systems etc. have been applied to load forecasting. It is concluded that demand 
forecasting techniques based on soft computing methods are gaining major advantages for their 
effective use [20]. 

In this paper we present STLF using LRNN.LRNN contains at least one feedback 
connection, so the activations can flow round in a loop.This enables the network to do temporal 
processing and learning sequences.It is observed that LRNN leads to a reduction in a 
forecasting error. Levenberg-Marquardt algorithm is used to train the network which is the most 
widely used optimization algorithm. 

This paper is organized as follows: section 2 presents an overview of load forecasting 
using ANN and Levenberg-Marquardt algorithm is explained.Section 3 presents the Problem 
formulation and evaluation criterion. Section 4 presents the results and analysis. Section 5 
presents the conclusion of the work. 
 
 
2. Artificial Neural Network 

The artificial neural network was invented in1958 by psychologist Frank Rosenblatt [22]. 
ANN operates by creating many different processing elements, each analogous to a single 
neuron in a biological brain. The ANNs are trained by adapting a network and comparing the 
output obtained with the input training and target data. The training is carried out to match the 
network output to target data. The ANN consists of an input layer and an output layer. The layer 
in between these two layers is hidden layer. The neural networks use weights for each input 
variable and a bias that act as a threshold to produce outputs. A sigmoid function is chosen as a 
function that calculates output using weights and biases as it shows a great similarity to real 
neurons. 
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Let the input vector at layer 1 be denoted by x. Let w1

j,k denote the weight for connection from 
the kth neuron in the (l-1)th layer to the jth neuron in the lth layer. Let the total number of neurons 
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in the (l-1)th layer and lth layers be K and J, respectively. Let L be the total number of layers,
1
jb

denote the bias of the jth neuron in the lth layer. It is denoted as: 
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Given the last layer, the activation function for the jth neuron is computed as: 
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This activation function is the output of the neural networks. We choose sigmoid and 

linear functions. The reason is that a network consisting of two layers, where the first layer is 
sigmoid and the second layer is linear, can be trained to approximate any function having a 
finite number of discontinuities. The neural network finds weights and biases by minimizing the 
following cost function: 
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Where yt is the required known output at instant t, and L
ta is the output from the final Lth layer at 

instance t.  
 
2.1. Levenberg-Marquardt Algorithm 

The Levenberg-Marquardt (LM) algorithm is the most widely used optimization 
algorithm [23]. It outperforms simple gradient descent and other conjugate gradient methods in 
a wide variety of problems. In fitting a function y’(t;p) of an independent variable and a vector of 
n parameters p to a set of m data points (ti ,yi), it is customary and convenient to minimize the 
sum of the weighted squares of the errors between the measured data y(ti) and the curve-fit 
function y’(ti ;p). This scalar-valued goodness-of-fit measure is called the chi-squared error 
criterion. 
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The value iw  is a measure of the error in measurement y(ti) 

This algorithm adaptively varies the parameter updates between the gradient descent 
update and the gauss newton update, 
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Where a small values of the algorithmic parameter result in a Gauss-Newton update and large 

values of  result in a gradient descent update. The parameter is initiated to be large so that 
first updates are small steps in a steepest-descent direction. If an iteration happens to result in a 
worse approximation,  is increased. As the solution improves,  is decreased, the Levenberg-
Marquardt method approaches the Gauss-Newton method, and the solution typically 
accelerates to the local minimum. Marquardt’s suggested update relationship makes the effects 
of the particular values of  less problem specific, and is used in the Levenberg-Marquardt 
algorithm implemented in the MATLAB function. 
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3. Preliminaries 
3.1. Problem Formulation 

In this work, the load forecasting in the order of a few minutes is under consideration. 
The basic prediction can be expressed in a time-series model, in which the future load 
exclusively relies on the historical data of load.In the modeling process, the data is selected 
from a distributed grid. A set of 1000 data points is selected for training and another set of 1000 
data points is usedfor model validation. Number of layers in LRNN is 2 and data division is 
random.Training algorithm used in LRNN is Levenberg-Marquardt algorithm. Number of 
neurons in first layer is 10. Figure 1 depicts some portions of the training and validation 
datasets. 
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Figure 1. Architecture of Layer Recurrent Neural Network 
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Figure 2. Load pattern selected for (a) training; (b) validation 
 

 
3.2. The Evaluation Criteria 

For evaluating the performance of the model for load forecasting, define errors (e), the 
root mean square errors (RMSE), the mean absolute errors (MAE), and the mean absolute 
percentage errors (MAPE) as: 
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Where N=1000 is the number of validation data, acty is the real output and prey  is the 

predicted output in this paper.Comparisons were made among the FFNN and the LRNN with 
the same input output data shown in Figure 1. 

 
 
4. Result and Analysis 

Load is forecasted with the help of five input features i.e. dry bulb, dew point, wet bulb, 
humidity and electricity price. Rich data patterns of hourly load of 500 days are taken. All the 
input and output data is normalized in the range of (0.1-0.9) to avoid convergence problem. 
Load is forecasted with the help of two topologies of neural networks i.e. FFNN and LRNN. 
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Figure 3 shows the model output and the plant output. It is observed from the Figure 3(a) that 
LRNN model gives the best possible match between the actual load data and predicted load 
data. Figure 3(b) shows the model output and plant output for FFNN model which is 
comparatively less accurate. Figure 4 shows the distribution of errors obtained from the 
forecasted results. It can be seen that FFNN has small error variance, and the errors obtained 
by using LRNN has lowest variances the plot of error distribution using LRNN is narrower.  

Table 1 shows the error indices for the LRNN and FFNN models. It is seen that LRNN 
has the least value of errors i.e. MAE is 0.0795, RMSE is 0.1059 and MAPE is 0.2261. For 
FFNN the value of errors is slightly more i.e. MAE is 0.0871, RMSE is 0.1169 and MAPE is 
0.2339. From Table 1 it is clear that the accuracy of LRNN model is best, and accuracy of FFNN 
is little lower than LRNN. 
 
 

 
Figure 3(a). Comparison of Actual Load and Forecasted load by LRNN Model 

 

 
Figure 3(b). Comparison of Actual Load and Forecasted load by FFNN Model 

 
 

 

 
Figure 4. Errors between target data and predicted model output 
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To compare the efficacy of the networks various indices are defined in section 3.2. 
Table 1 shows the values and fig. 5 shows the pictorial representation of the indices. 

 
 

Table 1. The comparison of error indices. 

  MAE RMSE MAPE 

FFNN 0.0871 0.1169 0.2339 

LRNN 0.0795 0.1059 0.2261 

 
 

 
 

Figure 5. Errors with FFNN and LRNN model 
 

 
5. Conclusion 

This paper presents an application of LRNN in hourly forecast of the load of a large 
distribution power network. Five significant features have been chosen for training the neural 
net.The results obtained from LRNN are significant and tested with four statistical parametric 
tests MAE, MAPE and RMSE. Results of proposed architecture is compared with FFNN 
technique. It is observed that the LRNN shows promising results as obtained errors in a very 
narrow margin and trained network possess higher regression results. 
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