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Abstract 
The real world objects can be recognized by using marker based and marker-less augmented 

reality systems. Mostly, the previous developers used markers based augmented reality systems. 
However, those systems actually hide the reality and it was also difficult to keep the markers everywhere. 
Furthermore, the previous marker-less approaches use client-server architecture, which is drastically 
affected by network latency. Smartphone camera is matured enough that it can recognize real world 
objects without markers. It can guide users about their location and the direction in a convenient way. The 
use of Smartphone is best suited for outdoor mobile augmented-reality applications. Therefore, a marker-
less natural features based tracking system in mobile augmented reality was formulated. In the adapted 
framework, the state-of-the-art algorithm (speed up robust features) was modified for computing image 
features from live mobile camera image and compares with locally stored images features for recognition. 
Moreover, the local static database of location tagged image features using SQLite was implemented to 
bypass the server. The proposed system was tested in a mobile AR-prototype application using iPhone 
called UNIMAS Guide. It was found from the results that the adapted marker-less system could recognize 
the real world objects in speedy, easy and convenient way. This technology can be applied in tourism 
industry, surgery and educational fields. 
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1. Introduction 
Augmented reality using emerging technologies such as global positioning system 

(GPS), accelerometer, gyroscope, compass and mobile vision, provides a best opportunity to 
Smartphone users to explore their surroundings. The real world objects can be recognized by 
using marker based and marker-less augmented reality systems. Mostly, the previous 
developers used markers based augmented reality systems. However, those systems actually 
hide the reality and it was also difficult to keep the markers everywhere. Furthermore, the 
previous marker-less approaches use client-server architecture, which is drastically affected by 
network latency. The markers-based augmented reality was applied in different fields like 
medical visualization, maintenance and repair, navigation and entertainment. However, the 
markers are not suitable for outdoor mobile augmented reality because markers hide the reality 
and need to keep everywhere [1]. Its range is also very limited and end-users often don’t like 
them. Marker-less natural features based approache [2], can recognize real world objects, such 
as sights, buildings, and living beings and overcome these limitations. Robust feature 
descriptors such as SIFT [3], SURF [4], and GLOH [5] are most suitable for applications such as 
image recognition [6] and image  registration  [7]. These descriptors are stable under different 
viewpoints and lighting conditions. These descriptors are ideally suited for searching image 
databases because they are representing feature points as high-dimensional vectors. However, 
tracking from natural features is a complex problem and usually performed on a remote server 
[8], [9], [10]. It is therefore a challenging task to use natural feature tracking in mobile 
Augmented Reality applications. However, the mobile phones are very inexpensive, attractive 
targets for outdoor AR. The improvements in Smartphone capabilities and great potential of 
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computer/mobile vision motivated us to implement marker-less natural feature based mobile 
augmented reality. 

A recent example of an AR object tracking application is the Sudoku Grab [11]. This 
application can track a Sudoku puzzle and solve it, adding the missing numbers in the empty 
Sudoku slots. Georg Klein et al. created an application which can analyze the surroundings, 
making it possible to render different 3D characters look like they are sitting on the desk in the 
physical world  [12]. Occipital developed Red Laser which can track its environment. It is a good 
example to scan and analyze the camera view by iPhone [13]. 

Nokia’s MARA project  by Kähäri and Murphy [14] does not perform any image analysis, 
instead it uses an external GPS for localization and an inertial sensor to provide orientation. 
Phone Guide [15] is client-server object recognition systems. The system employs a neural 
network trained to recognize normalized colour features and is used as a museum guide. Seifer 
et al. [16] used a mobile system based on a hand-held device, GPS sensor, and a camera for 
roadside sign detection and inventory. Their algorithm has good quality results in mobile 
settings. 

For object detection and recognition, Fritz et al. [17] used a modified version of the SIFT 
algorithm. The system uses a client-server architecture, where a mobile phone client captures 
an image of an urban environment and sends it to the server for analysis. The SURF algorithm 
has been used successfully in a variety of applications, including an interactive museum guide 
[18]. Local descriptors have also been used for tracking. Skrypnyk and Lowe [19] use the SIFT 
features for recognition, tracking, and virtual object placement. Camera tracking is done by 
extracting SIFT features from a video frame, matching them against features in a database, and 
using the correspondences to compute the camera pose. Takacs et al. [20] applied SURF 
features using video coder motion vectors for mobile augmented reality applications.  

Yeh et al. [21] proposed a system for determining a user’s location from a mobile device 
via image matching. The authors first build a “bootstrap database” of images of landmarks and 
train a CBIR algorithm on it. Since the images in the bootstrap database are tagged with 
keywords, when a query image is matched against the bootstrap database, the associated 
keywords can be used to find more textually related images through a web search. Finally, the 
CBIR algorithm is applied to the images returned from the web search to produce only those 
images that are visually relevant. 

The purpose of this research is to find solution for marker-less mobile augmented reality 
and solve the client-server problem. The proposed framework can discover the surroundings 
and provide information about different objects. This system can be used easily in different 
fields of life just by changing images features database. The system, uses modified version of 
SURF [4] for object tracking and recognition. In this research the researchers modified SURF 
because original SURF uses IPLImage and iPhone camera generates UIImage. The mobile 
memory was saved by reducing 64-element descriptor to 32-element without affecting its 
efficiency. The number of octaves was also reduced to two and number of intervals per octave 
to three. In the formulated approach, feature points were extracted from incoming video frames 
of iPhone camera at run-time and matched against a local database of feature points and GPS 
data stored in mobile. The GPS data was used as index and primary key in database design. 
The searching query was optimized by using this primary key. After successful matching a 
homography matrix and transformation matrix  were calculated from matching points using 
computer vision techniques and mobile sensing technology such as accelerometer and 
compass [12], [23]. 
 
 
2. Methodology  

iPhone 3GS and open surf library [24] were used for features extraction and creating 
the descriptors. Furthermore, Open CV 2.2 [25] was used for image conversion from UImage to 
IPLImage and vice versa. 

  
2.1. Open SURF  

Open-SURF library  [24] uses the SURF [4] algorithm which is one of the best interest 
point detectors and descriptors currently available. It has best performance as compared to 
other interest points descriptors like [3] and GLOH as shown by Mikolajczyk [5]. As mobile has a 
limited resources so the open surf library was modified. The descriptor size was reduced to 32-
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element, number of octaves to two and number of intervals per octave to three. Like many 
feature descriptor algorithms it also extracts regions of interest that tend to be repeatable and 
invariant under transformations such as brightness or perspective changes. An image is 
analyzed at several scales, so interest points can be extracted from across all possible scales. 
Additionally, the dominant orientation of each of the interest points is determined to support 
rotation-invariant matching. An example image and its detected interest points are shown in 
Figure 1. 

 
 

 
 

Figure 1. SURF interest points detection on iPhone 3GS, squares indicate found features 
 
 
In the descriptor computation step, each extracted interest point defines a circular 

region from which one descriptor is computed. Each interest point is associated with a 32-
element descriptor. It was found that the descriptor size in case of iPhone image thus ranges 
between 0KB and 190KB per image, with an average of roughly 35KB. In this way a database 
of more than one hundred images features can be loaded in one application. 

 
2.2. Feature Database 

A location tagged features database along with a framework given by [2] were used for 
getting GPS data and related information. The information was stored in a SQlite database. As 
SQLite is a server-less static database system so it was used in the resource folder. The 
latitude and longitude of location were employed as a primary key and index in the database 
design as shown in Figure 2. 

  
 

 
 

Figure 2. Record for storing image features 
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2.3. System Overview 
The system is fully implemented on the mobile device, and runs at close to real-time, 

while maintaining excellent recognition performance. When the system starts it gets video 
frames from live camera. As iPhone uses UIImage class and OpenCV library uses the IplImage 
class to hold image data. OpenCV was used to create an IplImage image from a UIImage 
image, and a UIImage image from an IplImage image. Image features from live camera frames 
were extracted and at the same time the user location was calculated from GPS data. Next, 
these features are compared with the features stored in database.  The query optimize was 
optimized by the using GPS position as a primary key and index. In this way the exact record 
was accessed without scanning the whole database. Then the surf descriptor comparison 
functionality was used to recognize the object. Once the object is recognized then the object’s 
homgraphy matrix and transformation matrix are calculated from the matched points 
orientations. The conceptual diagram of proposed framework is shown in Figure 3.  

 
 

 
 

Figure 3. Conceptual diagram of proposed framework 
 

 
The researchers intended that the whole process to be done directly on a mobile device 

for several reasons. The proposed framework significantly reduces the system latency as it is 
independent of server. Moreover, it can also work at any location of the user.  
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3. Results and Discussion 
The Open SURF library was applied as a feature descriptor in the system for iPhone 

3GS devices. Tests were conducted and results were recorded using iPhone 3GS. The scale 
level pyramid consists out of two octaves with three layers each. The system was tested outside 
the campus. The Steve Job’s picture features were compared for recognition quality with 
Qualcomm SDK [26] and the proposed system. It was found that the proposed framework over 
performs the Qualcomm SDK [26] as shown in Figures 4 and 5.  

From Figures 1 and 5 and from the analysis result it is obvious that Qualcomm can’t 
track well this image. But the proposed sytstem can track this well even in different lighting 
conditions and from different viewpoints. In university campus the proposed system can 
recognize all those departments and centers which were included in the feature database from 
different viewpoints as shown in Figures 6 and 7. 

 
 

 
 

Figure 4. Analysis result of Qualcomm SDK 
 
 

 
 

Figure 5.  Features detected by Qualcomm SDK 
 
 

 
 

Figure 6.  Center of excellence monogram recognized by proposed framework in bad lighting 
condition 
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Figure 7.  Recognition of Faculty logo by proposed framework 
 
 

A survey of the state of the art AR mobile browsers was given by Butchart [27] in March 
2011.To compare the proposed system with currently available browsers, selected columns of 
the survey table were evaluated. 

 
 

Table 1. AR Browsers Comparison 
Product  Marker based Marker-less Offline mode Platform 
Layar No No Online only iPhone, 

Android, Symbian 
Junaio Yes Yes Online only iPhone, Android, 

Nokia (N8) 
Wikitde API No No Offline iPhone, Android 

Wikitde Worlds No No cacheable iPhone, Android, 
Symbian 

Sekai Camera No No Online only IPhone, Android, iPad, 
iPodTouch 

Libre Geosocial source plugin Online only Android 

 
 
Two criteria such as marler-less and offline mode were used for evaluation of Table 1. It 

was discovered that, the most of the browser can’t support marker-less. However, some of the 
browsers can support marker-less which depends on desktop powerful server using network. 
Since the previous browsers have few limitations such as network latency, uploading and 
downloading of contents. The proposed framework covered the above mentioned problems by 
using local feature database. 

 
 

4.  Conclusion 
A marker-less vision-based AR system was presented that recognize and track real 

world objects in real-time without markers. Significant improvement in performance was 
achieved by using static database of image features. The proposed framework explored novel 
research directions. These were previously only possible with desktop computers and now can 
be executed with a mobile device. The developer and programmers can apply the proposed 
framework in tourism industry, games and educational fields.  
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