
TELKOMNIKA, Vol. 11, No. 5, May 2013, pp. 2699 ~ 2709 
ISSN: 2302-4046 
      2699 

  

Received January 19, 2013; Revised March 18, 2013; Accepted March 25, 2013 

Low Cost Quasi Binary Weighting Addition Log-SPA 
LDPC Decoders 

 
 

Po-Hui Yang*, Ming-Yu Lin  
Department of Electronic Engineering, National Yunlin University of Science and Technology 
123 University Road, Section 3, Douliou, Yunlin 64002, Taiwan, telp:+886-5-5342601-4340 

*Corresponding author, e-mail: phyang@yuntech.edu.tw 
 

 
Abstract 

This paper proposes a new addition method, which can be applied to reduce the hardware cost of 
LDPC decoders using log-SPA, which traditionally has the best lowest bit error rate (BER) but the highest 
hardware requirement. The proposed quasi-binary weighting addition can be simply implemented by OR 
gates. With auxiliary pseudo-carry circuit, the BER performance can reach a fair level. In the log-SPA 
message-passing path, numeric transform reduction architecture is proposed for further hardware 
reduction. Synthesized and numerical results show that the new proposed architecture achieved an up to 
32% and 18% total hardware reduction, compared with traditional log-SPA decoders, and the simplest 
sign-min architecture, respectively, with fair BER performance. 
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1. Introduction 
New VLSI technology allows the low-density parity-check (LDPC) code [1, 2] to be 

realized in hardware. The excellence of the error correction performance of the LDPC code has 
introduced extensive discussions and studies [3-6]. The original LDPC decoder adopting a sum-
product algorithm (SPA) required such large hardware that many new methods were proposed 
for hardware reduction [7-15]. Logarithm field transfer, called log-SPA [16], is a known method 
for replacing multipliers with adders and having the best bit error rate (BER) performance. 
Although adopting logarithmic operations to turn the original multiplication into addition, a large 
number of addition devices have also become hardware burdens. Many hardware-simplifying 
methodologies have been proposed to deal with mass addition operations. For example, 
parallel architecture [9, 12] and reorganized adder trees with re-maps skills [11] have been 
proposed to improve effectively the complexity of the hardware. However, a large number of 
adders and big look-up tables (LUT) are still the heavy hardware loadings. The proposed sign-
min algorithm (SMA) architecture [8] has no additions in check node operations to save on 
hardware at the expense of BER performance. Mixed-signal circuits have been used by 
researchers to reduce the power and hardware requirements [17, 18]. However, this solution 
hinders the realization of technology migration, especially in all digital processes. For SMA to 
have good BER performance and to require additional compensation circuits [7, 13], hardware 
and BER are treated as tradeoffs. Having log-SPA with naturally good BER performance, a 
simplified circuit is utilized to replace the binary adders, which become the major focus of this 
study 
 
 
2. LDPC Decoder Algorithm 

Considering an LDPC code visualized by a Tanner graph consisting of M check nodes 
and N variable nodes, a set of the check nodes connected to variable nodes is denoted as 

 and the set of the variable nodes connected to check nodes is denoted as . 

 represents the set  with the  check nodes excluded and  

represents the set  with  variable nodes excluded. During the decoding processes of 
the LDPC code, the SPA updates the soft information iteratively between check nodes and 
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variable nodes. For notation simplification,  is defined the soft information sent from 

the variable node  to the check node  as  
 

 (1) 
 
where the quantities  are the probability information sent from the variable 

node  to the check node  along a connecting edge of a Tanner graph, indicating 

. Also,  is defined as the soft information sent from the variable node  to 

the check node  as  
 

 (2) 
 
where the quantities  are the probability information sent from the check node 

 to the variable node  along a connecting edge of a Tanner graph, indicating . 
Next, the iteration procedures of the SPA used in LDPC codes can be summarized as follows. 

Step 1. Initialization. For the domain of log-likelihood, the log-likelihood ratio (LLR) is 
obtained for the case of the transmitted bit  = 0 and  = 1 given the received bit  
which may be corrupted by the channel noise, like  

 

 (3) 
 
The valves of  and  are initialized to the values  
 

 (4) 
 
and  
 

 (5) 
 
respectively.  
Step 2. Check node to variable node (update check nodes). According to the standard 

SPA, a check node  gathers all the incoming LLR messages and evaluates the LLR 

message sent to the variable node , which can be expressed as  
 

 

 (6) 
 
where  
 

 (7) 
 
and  
 

 (8) 
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Step 3. Variable node to check node (update variable node). According to the standard 

SPA, a variable node  passes the LLR message to all the connected check nodes, which can 
be expressed as  

 

 (9) 
 

Step 4. Check stop criterion. The overall LLR message of a variable node  indicating 

the probability to decode the variable node  to 1 or 0 can be obtained by adding up all the 

incoming LLR messages to the variable node  as  
 

 (10) 
 

After each iteration, a hard decision on the variable node  is made, i.e., the variable 

 is decoded as “one” when , and decoded as “zero” otherwise. If all the decision 
bits constitute a valid codeword, the algorithm stops and outputs the decoding result. Otherwise, 
the algorithm repeats Steps 2-4. 
 
 
3. Log-SPA LDPC Decoder Hardware 

The hardware structures of traditional log-SPA for the check node is shown in Figure 1 
and the datapath of the variable node is shown in Figure 2, respectively. Focusing on the check 
node architecture is important because the hardware and computation complexities of the check 
node are high. Generally, the check node can be implemented by signing and adding two 
independent operational parts [9]. 
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Figure 1. The traditional Log-SPA check node architecture. 
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Figure 2. Datapath of traditional SPA variable node. 
 
 

The quantizers restrict the input range for incoming LLR values, rounding off the input 
values to the nearest value, the Q-LLR, in a set ofquantization levels. Table 1 is an example of a 
4-bit signed quantization table. While the message is updated in the check node by (6), the 
input values have to be mapped into a hyperbolic tangent (tanh) function. Then, the calculated 
check node is converted back to LLR by (8) for variable node message updating. 

 

Table 1. Quantization Range 
LLR Q-LLR 

000.101        ( 0.625) 000 (0) 

000.110--001.101 (0.75--1.625) 001 (1) 
001.110--010.101 (1.75--2.625) 010 (2) 
010.110--011.101 (2.75--3.625) 011 (3) 
011.110--100.101 (3.75--4.625) 100 (4) 
100.110--101.101 (4.75--5.625) 101 (5) 

101.101        ( 5.625) 110 (6) 

 
 
The function oftanh is usually implemented by an LUT. Based on the characteristic 

curve of (7), which is shown in Figure 3, the input and the output mapping tables could be built 
as Table 2 (LUT 3-7) and Table 3 (LUT 7-3), respectively. Noticeably, the bit length of the 
quantized LLR value is a trade-off between hardware complexity and BER performance. 
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Figure 3. Quantization curve for lookup-tables. 
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Table 2. 3-bit to 7-bit LUT 
Q-LLR 
000 (0) 1.111111 (1.984375) 
001 (1) 0.110001 (0.765625) 
010 (2) 0.010001 (0.265625) 
011 (3) 0.000111 (0.109375) 
100 (4) 0.000010 (0.031250) 
101 (5) 0.000001 (0.015625) 
110 (6) 0.000000 (0.000000) 
111 (7) 0.000000 (0.000000) 

 
 

Table 3. A 7-bit to 3-bit LUT Example for Traditional Architecture 
Q-LLR 

1.111111--1.100000 (1.984375--1.500000) 000 (0) 
1.011111--0.100000 (1.484375--0.500000) 001 (1) 
0.011111--0.001010 (0.484375--0.156250) 010 (2) 
0.001001--0.000011 (0.140625--0.046875) 011 (3) 

0.000010           (0.031250) 100 (4) 
0.000001           (0.015625) 101 (5) 
0.000000           (0.000000) 110 (6) 

 
 
The logarithm domain operation, a practical solution, replaces the multiplicative 

operation by additiveoperation to avoid intensive multiplicative calculations on conventional 
SPA. consequently, the speed bottleneck and the hardware cost are shifted from multipliers to 
adders, and become significant on large LDPC decoders. the min-sum algorithm [10] is the 
main LDPC hardware architecture which reduces hardware cost effectively. however, its BER 
performance is unsatisfactory. based on the original Log-SPA and the min-sum hardware 
reduction essences, some simple logic gates are proposed to replace the traditional adders in 
the check node. In the next section, the proposed idea is explained in detail. 
 
 
4. The Proposed Scheme 
4.1. Quasi Binary Weighting Addition Check Node 

As shown in Figure 1, when the input LLR values are sent into the check node for 
addition operation, they are first mapped into the desired quantized value shown in Table 2. The 
corresponding value in Table 2 is the tanh function after reasonable quantization. Based on 
easier circuits to replace the traditional adder, the value characteristics of thetanh function in 
Table 2 are further observed. The characteristics of the summed value could be replaced by the 
OR gate in the addition operation of the check node (few value errors are further discussed). 
OR operation is performed directly, with bits of the OR gate under the same binary weighting. In 
the OR operation shown in the middle of Figure 4, the output of the bottom right OR gate is 

, in which  is missing because the upload of 

 would not contain the value of . The proposed new circuits do not really 
execute the addition in traditional binary adders. Besides, in the application of the LDPC 
decoder, having the OR gate close to the binary addition operation is possible because of the 
value characteristics in the mapping table. The proposed new method is therefore called quasi 
binary weighting addition. In terms of overall operation, the 7-bit updated values should be 
mapped to 3-bit values before the quasi binary weighting addition check node value is updated 
to a variable node. Table 4, modified from the traditional one (e.g., Table 3), is doing the 
mapping for updated values, where ”x” stands for “don't care”. Further, all values in the check 
node are the estimated probabilities that do not require precise calculation as long as iterations 
can be done with convergence. As a result, the check node hardware complexity can be 
reduced with few computational errors. The use of logical OR-gates, shown in Figure 4, is 
proposed to replace the binary adders in the check node with simpler logic circuits. 
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Table 4. A Modified 7-bit to 3-bit LUT 
Q-LLR 

1xxxxxx 000 (0) 
01xxxxx 001 (1) 
001xxxx 010 (2) 
0001xxx 011 (3) 
00001xx 100 (4) 
000001x 101 (5) 
0000001 110 (6) 
0000000 111 (7) 

 
 

 
 

Figure 4.The pseudo-carry circuit. 
 
 

The performance of the proposed quasi binary weighting addition for performing the 
SPA has been evaluated by numerical experiments. The code used for simulation is (1008, 3, 6) 
regular LDPC code [19]. For comparisons, two algorithms, namely, the original SPA, LUT 3-7 
[9], and the SMA [7], are used to observe any improvement on the performance of the proposed 
scheme. Simulation results are shown in Figure 9, where the BER performance versus the 
signal-to-noise ratio (SNR) is compared among the SPA, LUT 3-7 [9], the SMA [7], and the 
proposed quasi binary weighting addition. The maximum iteration number is set to eighty in the 
simulation. In Figure 9, BER performance of the proposed quasi binary weighting addition 
outperforming the SMA does not lose too much. As a result of the new check node architecture 
that uses simple addition and a regular LUT, the OR operation architecture has about 15% 
hardware reduction when compared with the traditional LUT 3-7 architecture based on a 

0.18 m standard cell library. In addition, the proposed quasi binary weighting addition 
architecture can work up to 100 MHz decoding speed as the proposed architecture uses 
concise logical gates to perform additions in the LDPC.  
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4.2. Quasi Binary Weighting Addition With Pseudo-Carry 
Without the carry sign in addition, our new addition method in check nodes leads to 

some numerical errors and bad BER performance. To compensate for the summation error in 
the OR operation architecture, a concise circuit is developed in place of the traditional adder 
carry-out circuits. A pseudo-carry circuit is then designed to deal with loss carry-out problem. 
The pseudo-carry circuit can be simply implemented by combinational logic circuits. Figure 5 is 
a design example. When the quasi binary weighting adder receives the mapped values, the 
pseudo-carry circuits detect the logical high for each same binary weighting column of bits. If a 
column of bits has more than one “1” , a pseudo-carry-out circuit is sent to the higher-order-bit 
column of the succeeding OR operation.  
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Figure 5.Proposed quasi binary weighting addition with pseudo-carry circuits. 

 
 

Numerical simulation results, shown in Figure 9, illustrate that the quasi binary 
weighting addition, LDPC decoder, equipped with pseudo carry, has only 0.08 dB BER loss 
when compared with the log-SPA parallel architecture [9]. On account of the added pseudo-
carry circuit, the total LDPC hardware has about 6% overhead compared with the original quasi 
binary weighting addition, yet the BER performance improves to about 0.2 dB over the quasi 
binary weighting addition architecture. Although extra pseudo-carry circuits increase the 
hardware, the total hardware cost is still less than adder-based log-SPA. Further, the new 
architecture, which adopts proper LUT, requires less hardware than selector-based sign-min. 

 

5. Design for Hardware Reductions 
A unified TC-based architecture is proposed to simplify the numeric transfer between 

TC and sign magnitude in traditional log-SPA, and to reduce the hardware without affecting 
BER performance loss. Further, the bit-width of LUTs is examined to come out with optimum 
bits for the data path. 

 
5.1. Low Hardware Cost LUT 

Figure 6 depicts BER performance versus bit-width of mapping table from 3-bit to 7-bit 

for (x), using the (1008, 504) matrix [19]. The 3-bit to 4-bit mapping table (LUT 3-4) and the 3-
bit to 7-bit (LUT 3-7) mapping tables have only 0.1 dB BER performance error. However, they 
have a three bit difference influencing the succeeding great deal of adders. The synthesized 
result shows that adopting LUT 3-4 has about 16% total area reduction in the LUT 3-7. In 
consideration of hardware cost, LUT 3-4, shown in Table 6, is adopted rather than using the 
LUT 3-7 used in [9] .  
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Figure 6. BER performance of different LUT for (1008, 504) LDPC code with eighty decoding 
iterations. 

 
 

Table 6. 3-bit to 4-bit LUT 
Q-LLR 
000 (0) 1.111 (1.875) 
001 (1) 0.110 (0.750) 
010 (2) 0.010 (0.250) 
011 (3) 0.001 (0.125) 
100 (4) 0.000 (0.000) 
101 (5) 0.000 (0.000) 
110 (6) 0.000 (0.000) 
111 (7) 0.000 (0.000) 

 
 

Table 7. New 3-bit to 4-bit LUT 
Q-LLR 
000 (0) 1.111 (1.875) 
001 (1) 0.110 (0.750) 
010 (2) 0.010 (0.250) 
011 (3) 0.001 (0.125) 

100 (4 , -4) 0.000 (0.000) 
101 (-3) 0.001 (0.125) 
110 (-2) 0.010 (0.250) 
111 (-1) 0.110 (0.750) 

 
 
5.2. TC Based Message Passing Architecture 

As illustrated in Figure 7 (a), message passing between check node and variable node 
is sign-magnitude in the traditional log-SPA architecture [9], where the variable node processes 
the TC values and the check node processes the SM values, so that the numeric transform is 
processed twice during one updating. If message passing is TC-based numbers, as shown in 
Figure 7 (b), the variable node does not need SM values for TC transfer. Consequently, after 
summation processing at the variable node, the calculated TC values are then sent to the check 
node directly. The only numeric transfer left for the TC architecture is on the check node 
outputs, and the LUT is modified as shown in Table 7, including the input LLR. Figure 8 shows 
the effectiveness of hardware reduction of TC message-passing architecture. The new 
proposed architecture is smaller than traditional LUT 3-7 [9] and LUT 3-4 hardware by 26% and 
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12% respectively. The comparison is made by the (1008, 504) matrix [19] with 0.18 m 
standard cell library, and the decoding iteration set at eighty.  

 

 

 
(a) 

 

 
(b) 

 
Figure 7. Datapath of variable node and check node message passing, (a) traditional 

architecture, (b) proposed TC based architecture. 
 
 

 
 

Figure 8. Hardware reductions with new TC based message passing architecture. 
 
 

5.3. Low Hardware Cost Designs 
For low hardware cost ASIC implementation, not only was the quasi binary weighting 

addition architecture adopted, but the optimized bit-width of LUTs was also employed for better 
hardware efficiency. The new low-cost log-SPA LDPC decoder, composed of OR pseudo-carry 
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architecture, the TC-based message passing data path, and the LUT 3-4 mapping table, are 
implemented. Simulation results, shown in Figure 9, demonstrate the new decoder (OR pseudo-
carry) performing a reasonable BER. When comparing it with the original SPA, it only has 0.2 

dB loss at  BER. Hardware comparisons, using the (1008, 504) matrix [19] and a 0.18 m 
standard cell library under the same logic synthesis conditions, are shown in Figure 10. For the 
lowest hardware cost, the quasi binary weighting addition with TC-based architecture is the 
suggested combination.  
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Figure 9. BER comparison for (1008, 504) LDPC code with eighty decoding iterations. 
 
 

 
 

Figure 10. Area comparison of low hardware cost architectures using 0.18µm standard cell 
library. 

 
 

6. Conclusion 
 For error correction hardware implementation, such as in an LDPC decoder, errors are 

allowed in the numerical algorithm. According to the characteristic, the value follows certain 
rules when the numerical range of mapping table is slightly adjusted, and replaces traditional 
adders with simple OR gate to execute additions. Numerical simulation results further prove that 
the proposed quasi binary weighting addition could successfully proceed with LDPC decoding. 
Moreover, the modified TC-based message passing techniques can effectively simplify the 
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numeric transfer hardware. The proposed hardware reduction techniques can be adopted 
independently. For example, the whole decoder of quasi binary weighting addition, with TC-
based architecture and LUT 3-4, presents the best hardware efficiency. For better BER 
performance, adding pseudo-carry circuits in quasi binary weighting addition and using LUT 3-7 
could fulfill the demand. Compared with traditional log-SPA architecture, the new proposed 
structure has effectively made a hardware reduction of up to 32%. Further, compared with the 
simplest selector-based sign-min, the new architecture has 11% to 18% hardware reductions 
and improves the coding gain from about 0.3 to 0.1 dB at a low BER value. 
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