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Abstract 
With development of the computer technology, the large-scale calculation problems are often 

appeared in the network, it needs a lot of system resources and support of hardware, it often bring troubles 
in engineering optimization, so it needs apply the method such as the group's global optimization method 
and its improved algorithm to obtain reliable results in the computer system. In the study, it proposes a 
kind of particle swarm optimization based on parallel annealing parallel clustering algorithm, it is a new 
global optimization algorithm and it is especially suitable for continuous variable problem. In the 
engineering field, it can be used in large-scale computational problems; it is based on the method of group, 
and has parallelism abilty. In the parallel particle swarm optimization algorithm, the particle swarm can 
reduce the consumption of calculation time. The experimental results show that the Multipoint interface 
(MPI) communication used in annealing parallel particle swarm optimization algorithm not only can reduce 
the computing time of particle swarm, but also improve the clustering quality, stronger effectiveness 
algorithm is verfied. 
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1. Introduction 

According to the huge data produced by commercial industrial information and finance, 
etc., various kinds of data algorithms have become the main trend of data mining. In the 
commercial field, the data mining can be applied to obtain information in the competition of 
today's global market, e.g., the retailer can use data mining technology to analyze the purchase 
mode of customers, in the mail business, the data mining technology can be used in the market 
analysis, in addition it also can be used in the fraud testing of credit card. Now with the 
developing of e-commerce, it produces a large number of Web data, these data are need of 
mature and complicated data mining technology. 

The latest progress in related technology, which makes it become possible for the 
application of large-scale data in many scientific fields. The produce speed of this kind of data is 
much faster than the artificial analysis speed of them. As known that the calculation simulation 
program running on the best performance computer can produce trillions of byte data in a few 
hours, which will take a few weeks for one person to find useful information from these data. 
The data mining technology is expected to develop the corresponding tools, which can analyze 
the large number of data set generated by simulation programs, and help engineers and 
scientists grasp dynamic physical process and all kinds of causal relationships between the 
potential mechanisms. Recently there appeared some other applications of the data mining 
technology, e.g., in the field of genome analysis and understanding of gene activity and in 
analysis of astrophysics field such as classification of the stars and the Milky Way, etc. [1-5]. 
However the mining large data set requires huge computational resources, because the running 
of mining algorithm in computer will spend much time, in order to reduce the calculation time, 
one effective method is the sampling method, but in some cases, it may lead to inaccuracy of 
data model, even that the mining models is useless as in the contour recognition and abnormal 
point identification [6, 7]. Another way is to adopt the parallel computing and parallel data mining 
algorithm which can provide the most effective way in the large data set mining [8, 9]. 

In the studies, [10, 11] some meaningful research directions in the parallel data mining 
are introduced, e.g., optimization of data mining structure, the neural network, analysis and 
design of the training control system, etc. Now the particle swarm optimization has been widely 
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used in all kinds of problems of data processing, as the particle swarm algorithm needs less 
parameter, and the parameters settings of the particle swarm algorithm are suitable for most of 
the data processing, problems [12-14]. 

 
 

2. Parallel Annealing Particle Swarm Optimiation  Algorithm 
Although in recent years, a lot of improved particle swarm optimization (PSO) algorithm 

have been appeared in order to improve its performance [15], but the improved algorithm is 
serial calculation it influenced the potential parallelism ability of particle swarm optimization 
algorithm, so in order to improve the performance of particle swarm optimization algorithm, the 
improved algorithm of parallel computing is needed. In the study, particle swarm optimization 
calculation is adopted in the parallel calculation, learning and communication mode of the 
parallel particle swarm optimization algorithm are presented. As each parallel process of particle 
swarm can not solve the problem of local minima, the simulated annealing algorithm is adopted 
in order to improve the diversity of particle swarm and avoid the occurrence of the phenomenon 
of local convergence. 

Design of Parallel Algorithm: According to the analysis above mentioned, optimization 
algorithm of particle swarm can be easily decomposed and parallel implemented in the multiple 
computers, thus the speed of optimization of the groups may be increased or decreased 
according to the performance of the computers’ processors, so it can be able to search solution 
space more accurately and reduce the possibility of being trapped in local minima. The 
algorithm has the scalability, which means that the essence of this algorithm is concurrency 
operation, but it will bring additional cost of communication.  

The tracking processes of particle swarm are in all relatively independent parallel 
process. There exists different distribution of different parameters in each process, in order to 
ensure the diversity in serial particle swarm optimization algorithm, the calculation of the 
algorithm is performed independently. So the solving of particle swarm optimization problem is 
the obstacle in improving computational efficiency of in parallel calculation, a synchronous way 
is adopted to update parallel particle swarm and optimize individual particle and groups of 
fitness in the study. 

when the asynchronous parallel computing method in the particle swarm optimization 
algorithm is adopted, the convergence of particle swarm to the local minimum problem can be 
solved, because parallel computing algorithm can improve the calculation speed and accelerate 
the convergence of particle swarm. Although the different parameters can keep the diversity of 
population, but it can not improve convergence of the algorithm essentially. 

The simulated annealing process is based on the Metropolis algorithm, and its 
temperature is dropped slowly, i.e., the temperature plays the role of regulating parameters, if 
the reduction of temperature is assumed as well as speed of logarithms, the simulated 
annealing process will converge to the lowest energy state energy function Combined with the 
Metropolis algorithm in each parallel process of simulation, the annealing algorithm is designed 
as follows. 

The Markov chain is used in the simulation of the heat balance and form the related 
random algorithm. It is the method applying the Monte Carlo stochastic to simulate the large 

number of atoms at a given temperature balance state. The random variable nX  represents the 

state of any Markov chain ix  when the time is n, the new randomly generated state jx
, it 

denotes another random variable nY , it can make the hypothesis that the generated new state 
meets the symmetry conditions as below (1): 

 
( / ) ( / )n j n i n i n jp Y x X x p Y x X x    

                            (1) 
 

Where E  represents the generated energy difference from state n iX x  to state 

n jY x
in the system. If the energy difference is negative, then the transfer can lead to a lower 

energy state and the transfer can be accepted. The new state will be accepted as the starting 

point of the algorithm in the next step. If energy difference E  is positive, the algorithm is 
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based on probability method in the process. In the first step, choose the random number ξ 

evenly distributed in the unit interval [0,1], if  <exp E / T , where T represents the operating 

temperature. The transfer will be accepted and set 1n nX Y  , otherwise transfer will be refused 

and set the 1n nX X  , then old configuration is put to use in the next step of the algorithm. 
The calculated purpose is to find a low energy system; its state is a Markov chain 

process. When the temperature T is near to the zero, just shown as the 
F E TH 

, the system 

free energy F  is approach to average energy
E

, as F E  , the free energy minimization 

principle canbe used, the Markov chain stationary distribution is Gibbs distribution, when T 0 , 

the
E

 will be deduced to minimum value of the average energy, in other words, the low-energy 
state in the sequence at low temperature will get the stronger support. But this strategy is not a 
good method, because in the low temperature, the convergence speed of the Markov chain is 
very slow. So the better method to improve the computational efficiency is making the random 
system work at high temperature, then convergence speed will be fast and then as the 
temperature drops slowly, the system will keeps the balance. 

Then two related elements are designed, one is the transition probability of the iterative 
process in algorithm in new temperature; another is the annealing schedule which determines 
the drop speed of the temperature. 

In order to achieve finite time convergence of the particle swarm in each parallel 
process through applying simulated annealing algorithm, the simulated annealing schedule and 
the temperature with finite sequence value and the number of transfer under different 
temperature can be adopted. simulated annealing schedule and the related parameters are set 
as follows: 

(a) Initial temperature value  
The initial value of the temperature is set high enough to make all the proposed transfer 

can be accepted by the simulated annealing algorithm. 
(b) Drop of temperature 
Cooling temperature is the key parameters jump out of local minima, as the cooling 

temperature is directly influenced by the accepted standard, so cooling temperature can be 
adjusted automatically through the fitness of the particle group.  

(c) Temperature of the ultimate value 
If the temperature is dropped for the provisions times, it still does not reach the 

expected times, the system annealing will be stopped or require the lower value of the 
acceptance ratio and the acceptance ratio is defined as the number of transfer.  

In the early operation state of the Particle swarm algorithm, in general the ratio of local 
maximum adaptive value and the individual average maximum value are large, if the value of 
annealing temperature is set higher, the particle can be moved freely. With the operation of the 
particle swarm optimization, the annealing temperature t is decreased automatically.  

So for each temperature, enough times of the transfer will make each of the tests have 
more accepted transfer. In the approximation of the global optimal solution, if the temperature 
drop rate is slow enough, the accepted deterioration solution probability will be decreased, the 
particle group will form the lowest energy ground state.  

According to the annealing temperature i jt
, the acceptance criteria of the simulated 

annealing transition probability  can be designed.   
 

( 1)

( 1) ( 1)
( 1)

1 ( ) ( )

( ) ( ) ( ) ( )
exp( ) exp( ) ( ) ( )

( ) ( ) 1

y i j

ij i j ij i jij
y i j

ij y y

f x f x

f x f x f x f xp
f x f x

t f p Best f x



 





                                (2) 
 

According to the particle swarm evolution of adaptive value and the transition probability of the 
accepting particle, it not only receives the optimal solution, but also can accept deterioration 
solution and jump out of local minima. When the adaptive value of the new particle is increased, 
the system must accept new particle as new particles; when the adaptive value is decreased, 
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from the type (2), the simulated annealing transition probability ijP
 can be calculated, if the ijP

 
is the random number between 0 and 1. The system also will accept the new particles, or 
receive the original particle as the new particle. The evolutions of the probability of accepting 

deterioration solution ijP
 approaches the zero gradually, the algorithm can jump from local 

minima and find the global optimal solution, it can guarantee the convergence of algorithm.  
Simulated annealing algorithm transition probability can satisfy the sufficient conditions 

of heat balance. According to the type of structure, the transfer probability is symmetric 
nonnegative, so for most of the Markov chain, the transition probability satisfies the below three 
conditions:  

(a) Negative condition
0ijP 
 for all ( , )i j . 

(b) Normalized condition
1ijp 
 for all i . 

(c) Symmetry condition ij jip p
 for all ( , )i j .  

The more details of the transition probability ijp
 and the balance principle is needed to 

clarify the details of balance principle, the consideration is as below: 

(a) When E<0   

The hypothesis that from state iX to transfer state ( 1)i jX  , the energy change E  is 

negative, from the formula (2), 
1ijP 

 can be obtained, transition probability formula of symmetry 

can be used to get ij jiP P
, so when E<0  the balance principle can be satisfied. 

(b) When E>0  

If make the hypothesis that from state iX to transfer state r ( 1)i jX  , the energy change 
∆E is positive, according to the formula (2) it can be find that: 

 

( 1)( ) ( )
exp( ) exp( ) 1ij i j

ij

f x f xE

T t


   
                                             (3) 

  

Through applying the symmetry of transition probability formula ij jiP P
, it can be found 

that E>0  meets balance principle.  
 
 

3. Algorithm of Parallel Anneling Particle Cluster Class 
3.1. Parallel Clustering Algorithm Design 

The data parallel calculation method is adopted in previous parallel clustering algorithm 
just shown as Figure 1, the magnitudes of the data block stored in each parallel node and 
exchange the calculation results through the parallel communication method. If the data 
classification is not reasonable e.g., the data belongs to the same kind is divided to different 
nodes, or belong to the different kind is divided to the same node, all these will reduce the 
clustering quality. 

How to design the parallel clustering algorithm in the cluster environment is a notable 
research direction. We will discuss how to design the parallel clustering algorithm and reduce 
the computation time and improve the clustering quality. Due to the high complexity of the 
clustering algorithm, the convergence speed is slow, so in the group environment of parallel 
clustering algorithm, the idea of parallel tasks is designed as Figure 2. 
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Figure 1. Synchronous Parallel of PSO 

Algorithm 
Figure 2. Particial Asynchronous Parallel of PSO 

Algorithm 
 
 

3.2. Design of Parallel Clustering Algorithm 
In the clustering algorithm, it assumes that the MC is the number and the data can be 

divided into many kind of particles and clustering center, so each particle ix  can be structured 

as 1( .... ... )
ci i ij iNx m m m

, among them , ijm
 represents the number of  j  clustering center and the 

i  particle among ijc
 class, so one group of particle represents more candidate center of 

particle swarm, the fitness is very easy to obtained through using quantization error. 
 

,
1

( )
c

p ij

M

p j ij
j Z C

ij
c

d z m C

f
M

  

 
 
  

 

                                           (4) 
  

Among them, the d  is assigned to one kind of sample point, the distance between 
sample point and Euclidean center is defined as follows:  
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                                     (7)  

 

Among them, dM  represents the input sample dimension, namely that the number of 
samples in given frequency. Thus it  puts forward a kind of global optimization of the parallel 
algorithm for clustering. Through applying theoptimization algorithm of the parallel annealing 
particle swarm, sample data can be clustered according to the following methods: 
1.  The data is transferred from the Master machine to the Slaver machine; 

2.  Initialization from Machine slaver and each particle will randomly form MC  clustering center;  
3.  Set the numbers as local or global iteration rate, asynchronous parallel way times clustering 

is performed in the machine Slaver. 

(1) For each particle i  do;  

(2) For each sample data pz  do;  

(3) Calculate the Euclidean distance from the sample to the ijC
;  

(4) Compare the update local optimal position of particle swarm in the machine Slaver;  
(5) The simulated annealing to new generation particle swarm is performed in the 

machine Slaver use annealing progress and probability transfer formula; 
4. Host master executive blocking synchronization to get the all fitness results from machine 

Slaver parallel particle;  
5. By comparing host master update global optimal position judge if the new global optimal 

position of fitness is satisfied with iterative termination conditions, the conditions are 
satisfied, the calculation will be terminated or be turned to the next step;  

6.  Host master will broadcast the global optimal position. 
7.  The machine Slaver gets the global optimal particle position and turn to the step3.  

 
 

4. Experimental and Comparative  Analysis  
The clustering problem for the testing is as follows: 
Test data 1: This problem follows the clustering rule, the number of the randomly 

generated data among [-1, 1] is about 60000, The data is about 2M bytes and if the 

1 2, ~ ( 1,1)x x U  , 1 0.7x 
or 1 0.3x   and 2 10.2x x 

 then 1 2,x x will belong to the first class 
A or belong to the class B  

Test data 2: It is a two-dimensional clustering problems, there are four different 
categories and the clustering problem is only focus on one input and concerned really class, the 
number of total data is about 100000, the article is about 4M bytes and it is consisted of four 
independent bivariate normal distribution data: 

 

1 2

0.5 0.5
, ~ ( 0),

0.5 0.5ix x N m
  

   
  

 
                        (8) 

 

Where 1,2,3,4i   and the  is the average， 1 3m  
， 2 0m  ， 3 3m  ，

4 6m 
， is the covariance. 
 

4.1. Comparisons of Clustering Quality and Computation Time 
Through the above parallel clustering algorithm, each node is to keep the particle 

population diversity and complete the clustering process independently. The algorithm of the 
communication cost will be low. Clustering results of each node are the optimized clustering 
results; they are just approach to global optimization results, but not the best global optimization 
solution, so the optimization of node clustering results can reflect the actual global clustering 
results and the quality of parallel clustering algorithm. And related experiments are to verify this 
parallel clustering algorithm.  
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Each node optimization clustering result should be able to reflect the actual clustering 
model, the clustering quality is acceptable. Parallelization implementation of algorithm will not 
bring negative effects; the parallel computing can obtain the more accurate solutions. So in the 
group environment, through the designed data parallel clustering algorithm, it not only can 
obtain the higher acceleration ratio, but also can get good clustering quality.  
 
4.2. Parallel Computing Performance Analysis 

In the Windows operating system, structure library of MPI is transferred through the 
message, It is used to solve the parallel annealing particle swarm optimization of the test data, 
and communications are used the language of C\C++ and MPI. The eight computers are taken 
as the work station, one DELL server is worked as the main node. Realization method of 
asynchronous parallel are adopted, each local iteration may be ignored in the other work 

process, so the local and global iteration rate should be set as 3s  .  
From Table 1, it can be found that, in the large group computer, the idle time produced 

by waiting for news is in the dominated status, when the scale of computer is reduced, the 
proportion of working time will be increased significantly, the parallel algorithm can reduce the 
communication frequency of each process and the idle time is reduced and then communication 
time can be neglected. Accelerated ratio is equals to single execution time; machines execution 
time; efficiency is equals to acceleration ratio; machine number. 

In the Table 2 above asynchronous mode of the parallel algorithm, the relationship 
between relative work, communication and the idle time are presented. Work time includes all 
calculation work time, communication time includes comparison of the data and sending 
messages. Idle time is the time besides the work time and communication time. Work time, 
communication time and idle time are the execution time.  

 
 

Table 1. Performance Comparisons of Several Parallel Cluster Algorithms of each Node 
Cluster 
problem 

Parallel clustering 
algorithm  

Average computation 
time  

Clustering 
 error  

Inner Cluster 
distance 

Inter Cluster 
distance 

Data 1 PCM  117 0.765 1.77 3.67 
4 nodes parallel SA-
PSO 

60 0.58 0.94 4.86 

8 nodes parallel SA-
PSO 

49 0.46 0.73 5.21 

Data 2 8 nodes parallel PCM 239 0.26 0.79 1.62 
4 nodes parallel SA-
PSO 

110 0.20 0.62 1.84 

8 nodes parallel SA-
PSO 

86 0.16 0.49 2.16 

 
 

Table 2. Consumed Time of Parallel Computing 
Cluster 
problem 

Average computation time P=0 P=2 P=4 P=6 P=8 

Test data 1 

Communication time  0 3 9 13 17 
Work time 98 56 43 32 23 
Ratio of Communication  18.67 4.67 2.46 1.35 
Idle time  3 6 7 8 
Total time 98 62 57 52 48 

Test data 2 

Communication time  0 15 21 29 34 
Work time 189 93 72 50 33 
Ratio of Communication  6.2 3.43 1.72 0.97 
Idle time  7 11 16 20 
Total time 189 115 104 95 87 

 
 

Table 3. Performance Analysis of Parallel Algorithm of each Node 
Cluster problem Parallel performance P=2 P=4 P=6 P=8 
Test data 1 Speed-up ratio  1.56 1.70 1.86 2.02 

efficiency 0.78 0.43 0.31 0.25 
Test data 2 Speed-up ratio 1.64 1.82 1.99 2.17 

efficiency 0.82 0.45 0.33 0.27 
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Figure 3. The Relationship of Execution Time 
and Min Support of Different Algorithm (in the 

1st layer) 

Figure 4. The Relationship of Execution Time 
and Min Support of Different Algorithm (in the 

2nd layer) 
 

 
 

Figure 5. The Relationship of Execution Time and Min Support of Different Algorithm (in the 3rd 
layer) 

 
 

From the Figure 3 to Figure 5, it can found that tha parallel algorithm can improve the 
performance of PMAM. In the Table 3, the speed ratio, efficiency and the relationship between 
the numbers of processor are given out. From the table, we can see that the data 1 in smaller 
test scale, the speed up ratio is low and with the increase of the working node, which decreases 
the efficiency of the algorithm. As for the data two produced by the large scale test, the speed–
up ratio is near to optimized value, i.e., the processor number and its efficiency is decreased in 
a slow speed. In the parallel algorithm, the working time is reduced with the increasing number 
of the processor and the utilization factors are reduced meanwhile. So in order to find the best 
processor number, it needs to find the balance between increasing efficiency and reducing 
speed.  
 
 
5. Conclusion 

Information often contains mass data; clustering algorithm calculation needs a large 
number of I/O costs and enough memory space, which influences the scalability and response 
time of the algorithm. Although there are some parallel clustering algorithms, but mostly data 
parallel way of calculating is adopted, but how to divide the data rationally are not taken into 
consideration, so the quality of clustering is not high. In order to get the result of the 
computation quickly and improve the global search ability, we study a kind of particle swarm 
optimization method in the parallel clustering algorithm based on the global annealing 
optimization method. We utilize the particle swarm optimization algorithm and its parallel 
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characteristics, combined with simulated annealing algorithm to overcome the problems of the 
group evolution. Through the group network technology and MPI communication in the 
annealing parallel particle swarm optimization algorithm, the consumption of the computing time 
can be reduced, the clustering quality can be improved. The related experiments in the paper 
verify the effectiveness of the proposed algorithm.  
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