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Abstract 
Multi-objective traveling salesman problem (MOTSP) is an extended instance of traveling 

salesman problem (TSP), which is a well-known NP hard problem. In this paper, an improved NSGA-II 
algorithm (denoted by INSGA-II-MOTSP) is proposed to solve the MOTSP. Specifically, a layer strategy 
according to need is proposed to avoid generating unnecessary non-dominated fronts. The arena’s 
principle is also adopted to construct non-dominated set, so as to reduce the count of dominance 
comparison. In addition, an order crossover like operator and an inversion mutation operator are adopted 
for MOTSP. The experiment results show that the proposed INSGA-II-MOTSP algorithm is able to find 
better spread of solutions compared to other three algorithms. 
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1. Introduction 
Multi-objective problems (MOPs) arise in a natural fashion in most disciplines and their 

solution has been a challenge to researchers for a long time [1]. The presence of multiple 
objectives in a problem, in principle, gives rise to a set of optimal solutions (largely known as 
Pareto-optimal solutions), instead of a single optimal solution. In the absence of any further 
information, one of these Pareto-optimal solutions cannot be said to be better than the other. 
This demands a user to find as many Pareto-optimal solutions as possible. The use of 
evolutionary algorithms (EAs) to solve MOPs has been motivated mainly because of the 
population-based nature of EAs which allows the generation of several elements of the Pareto 
optimal set in a single run. To date there have been many evolutionary multi-objective 
optimization (EMO) algorithms proposed for multi-objective optimization problems. Among of 
them, the Non-dominated sorting genetic algorithm II (NSGA-II) [2] is well-known and is being 
most widely used. 

Traveling Salesman Problem (TSP) is a classic NP hard problem in combination 
optimization domain. Given a collection of cities and the cost of travel between each pair of 
them, the TSP is to find the cheapest way of visiting all of the cities and returning to starting 
point. More formally, it can be represented by a complete weight graph, G = (N,E)  with N being 
the set of cities and E the set of edges fully connecting the nodes N. Each edge is assigned a 
value dij, which is the length of edge eij∈E. The TSP is problem of finding a minimal length 
Hamiltonian circuit of the graph, where a Hamiltonian circuit is a closed tour visiting exactly once 
each of the n = |N| cities of G. 

Much of the work on the TSP is motivated by its use as a platform for the study of 
general methods that can be applied to a wide range of discrete optimization problems. The 
TSP naturally arises as a sub problem in many transportation and logistics applications, for 
example the problem of arranging school bus routes to pick up the children in a school district. 
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More recent applications involve the delivery of meals to homebound persons and the routing of 
trucks for parcel post pickup. Therefore, in recent years, many intelligent optimization 
algorithms, such as evolutionary algorithm (EA) [3], ant colony algorithm (ACO) [4-5], particle 
swarm optimization (PSO) algorithm [6] and simulated annealing (SA) algorithm [7] and so on, 
were proposed to solve the TSP problem. 

Multi-objective traveling salesman problem (MOTSP) is an extended instance of TSP. 
Given a complete, weighted graph G =(N,E,c) with being the set of N nodes, E being the set of 
edges fully connecting the nodes, and c being a function that assigns to each edge (i, j)∈E a 

vector  cc
k

ijij
,...,

1
, where each element c

k

ij
 corresponds to a certain measure like distance, 

cost, etc. between nodes i and j. For the following we assume that cc
k

ji

k

ij
  for all pairs of 

nodes i, j and objectives k, that is, we consider only symmetric problems. The MOTSP is also 
the problem of finding “minimal” Hamiltonian circuits of the graph, that is, a set of closed tours 
visiting each of the n = |N| nodes of G exactly once; here “minimal” refers to the notion of Pareto 
optimality. 

A number of studies were conducted in the multi-objective optimization literature. In [8], 
a dynamic multi-objective particle swarm optimizer (PSO), maximinPSOD, which is self-adaptive 
and capable of handling dynamic multi-objective optimization problems, was proposed. In [9], 
Goh and Tan suggested a new dynamic multi-objective coevolutionary algorithm that hybridizes 
competitive and cooperative mechanisms. 

Recently, some researchers have designed EMO algorithms to deal with MOTSP in [10-
15]. In this paper, an improved NSGA-II algorithm (denoted by INSGA-II-MOTSP) is proposed to 
solve the MOTSP. To improve the run-time efficiency of NSGA-II, a layering strategy according 
to need is proposed to avoid generating unnecessary non-dominated fronts, and the arena’s 
principle is also adopted to construct non-dominated set. In addition, an order crossover like 
operator and an inversion mutation operator are designed for the MOTSP. The experiment 
results show that the proposed INSGA-II-MOTSP algorithm is able to find better spread of 
solutions compared to other three algorithms. 

 
 

2. Related Work 
First, assume the size of set P is n, each individual in P has r attributes, and fk ( ) is an 

evaluation function (k=1,2,…,r). 
Definition 1 (Pareto Dominance):  x, y∈P, if )()( yfxf kk  , (k=1,2,…,r), and 

},,2,1{ rl   such that )()( yfxf ll  , then x dominates y (denoted x  y). Here ‘  ’ represents 

dominance relationship, and y is a dominated individual. 
Definition 2 (Non-dominated set):  x∈P, ify∈P, x  y, then x is a non-

dominated individual of P. The set consisting of all the non-dominated individuals of P is called 
the non-dominated set of P. 

One popular way of designing EMO algorithm is fist to construct non-dominated set, 
and then make selection, crossover, and mutation on the population set P to generate the next 
generation. So constructing the non-dominated set is an very important step for EMO algorithms 
to find the final Pareto optional solutions. In the NSGA-II algorithm, a non-dominated sorting is 
used to sort a population into different non-dominated levels, and this sorting procedure’s time 
complexity is O(rN2). In next section, an improved NSGA-II algorithm is proposed to solve the 
MOTSP problem. To reduce the run-time of the non-dominated sorting of the NSGA-II, an 
improved non-dominated sorting is proposed by using a layer strategy according to need and an 
arena’s principle. 

 
 

3. INSGA-II-MOTSP Algorithm 
The main frame of the INSGA-II-MOTSP algorithm is as follows: 
Algorithm INSGA-II-MOTSP 
(1) Read the input data (the demand amount, location of the city, the distance and cost 

between cities and so on); 
(2) Initialize the population; 
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(3) Assign 1 to gen  

a. Evaluate each individual’s fitness according to the fitness function; 
b. Generate a children population by genetic operators of NSGA-II (i.e., selection, 

crossover, mutation); 
c. Combine the parent population and the children population to form a combined 

population; 
d. An improved non-dominated sorting (a layer strategy according to need and the 

arena’s principle) is performed on the combined population to sort the combined population into 
different non-dominated fronts; If the total number of individuals in the fronts has exceeded the 
size of a single population, then the non-dominated sorting process will stop. 

e. Execute a truncation procedure on the non-dominated fronts to make new population 
of the next generation; 

f. gen ++, IF MAXGENgen  ,  GOTO a; 

 
3.1. Population Initialization and Individual Evaluation 

This paper adopts nature number coding for the expression of chromosome in the 
population. Every gene of the chromosome represent a city and the sequence between the 
genes reflects the trip, for example the code is 0 1 2 3 4 5 0, which express that the trip go 
through the number 0 city to number 1 then 2, ...... at last return the original city. 

After initialize population, every chromosome represents a random arranged of city’s 
natural number. Suppose a coding of chromosome is a0a1...an-1a0 for the bi-objective TSP, the 
two evaluative fitness functions are defined as follows: 

The length of the total tour: Length = dist(a0,a1)+dist(a1,a2)+…+dist(an-1,a0). Here, 
dist(ai,aj) means the distance between city ai, and city aj. 

The total cost: Costs = cost(a0,a1)+cost(a1,a2)+…+cost(an-1,a0). Here, cost(ai, aj) means 
the cost between city ai, and city aj. 

 
3.2. Genetic Operators 

The binary championships selection [1] is utilized as the selection operator.  
The order crossover (OX) and inversion mutation [3] is used to generate the children 

individual by choosing a part of the traveling route and changing over the corresponding genetic 
sequence. 

 
3.3. Arena’s Principle 

This paper adopts the arena’s principle to construct the non-dominated set of the 
population. The arena’s principle is given as follows: Assume P is a evolutional population, Q is 
a construction set, Set Q=P. Assume Nds is a non-dominated set and let Nds be a empty set. 
Fist, select an individual x from the Q to be champion, then compare it with all the others 
individuals in Q one by one. If x dominates y, then eliminate y from Q, else eliminate x and set y 
to be x (the champion) and go on. After the first round comparison, move x into Nds. Next, 
repeat the above procedure until Q is empty. 

When compare the individual of Q with the champion, if it is dominated by the 
champion, it will be eliminated and will not go to the next round. More number of individual in the 
P, Less comparison count of the arena’s principle. In [16], the time complexity of the arena’s 
principle is analyzed to be O(rmN), here r is the number of objects, m is the amount of non-
dominated individual, N is the size of population. In usual, there exists m<N, Therefore, the 
arena’s principle has lower time complexity than that (i.e., O(rN2)) of NSGA-II. 

 
3.4. A Layer Strategy According to Need 

The NSGA-II algorithm divides the combination population Rt (combined with parent 
population Pt and children population Qt) into multi-layer non-dominated fronts F (F = F1 F2
… Fe, e is the number of non-dominated layers). Firstly, use the same way like constructing 
the non-dominated set to get the non-dominated set Rt, which called the first non-dominated 
front F1. Then, eliminate the individuals of F1 from population Rt, i.e., set Rt = Rt \F1. Repeating 
the above procedure, and obtain F2, F3, F4 , and so on, until Rt is empty. The procedure of the 
layering of NSGA-II is described as Figure 1. After the process of layering, the next process 
truncates the double size of non-dominated set F into a half, to obtain the new population of 
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next generation. It eliminates the individuals of the second part of F and the first part is 
remained to be the new population Pt+1. 

 
 

 
 

Figure 1. Procedure of NSGA-II 
 
 

However, the way of layering above is not good enough, just like Figure 1, after layering 
of F3, the total individuals of F1，F2，F3 have exceeded the size of a single population. So the 
layering of F4，F5，F6 is unnecessary. Therefore, in this paper, a layering strategy according to 
need is proposed, and it can be described as the Figure 2. When the number of total individuals 
is larger than the size of population, the layering procedure will stop. Hence, it is better than the 
layer method of NSGA-II, for its less number of layering fronts and at the same time still having 
the same population Pt+1 [17]. 

 
 

 
 

Figure 2. Improved Procedure of NSGA-II 
 
 

4. Experiment Results and Analysis 
In this paper, we have adopted the case in [9] as the test problem of the MOTSP. As 

Figure 3 shows, D1 is the length between each city, and D2 is the cost between each city. In the 
experiment, the computer is the PC of P4-1.7G CPU, 1024M internal storage, Windows XP, and 
programming VC++ 6.0 programming platform. The parameter setting is set as follows: size of 
population N=50, the max of generation Maxgen=5, the crossover ratio Pc=0.9 and mutation 
ratio Pm=0.08. 
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Figure 3. The Length and Cost Matrix between the Cities 
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In this test problem, both the NSGA-II-MOTSP and the improved NSGA-II algorithm 
(INSGA-II-MOTSP) are used to solve MOTSP. After repeat 5 times experiments, the average of 
data is adopted. The results of the two algorithms are expressed in Table 1, and the deviation is 
economizing data ratio of INSGA-II-MOTSP than the NSGA-II. 

 
 

Table 1. Results of NSGA-II-MOTSP and INSGA-II-MOTSP 
 NSGA-II-MOTSP INSGA-II-MOTSP deviation 

Average count of dominance comparison 2569.1 1955.7 -23.9% 
Average running time (s) 0.051 0.035 -31.3% 

 
 
From Table 1, INSGA-II-MOTSP is better than NSGA-II-MOTSP both on the average 

count of dominance comparison and average running time. The main reason is that arena’s 
principle is adopted. The time complexity of arena’s principle is O(rmN) which is better than 
O(rN2) of NSGA-II. In addition, the layering strategy as need reduces the number of layering. In 
short, the experiment result shows that there are better efficiency and solutions in the new 
algorithm. 

Table 2 is the solutions found by INSGA-II-MOTSP and other three intelligence 
algorithms [9]. From this table, it can be seen that each solution has two entities: (Leng, Cost). 
For example, the solution (158, 280), its corresponding tour line is 0-5-2-1-4-3-0, here, 158 
present the total length of the tour and 280 is the total cost. From the results of Table 2, the 
INSGA-II-MOTSP is not only able to obtain the same solution of other algorithm but also can 
find much more Pareto solutions like (271, 197), (194, 265). Therefore, the INSGA-II-MOTSP is 
able to find much better spread of solutions and better convergence near the true Pareto-
optimal front compared to other three algorithms. 

 
 

Table 2. Solutions Found by INSGA-II-MOTSP and other Three Algorithms 
ACO SA 2-opt algorithm INSGA-II-MOTSP 

(158, 280) 

(250, 208) 

 

(158, 280) 

(250, 208) 

(209, 248) 

(158, 280) (271, 197) 
(250, 208) 
(209, 248) 
(194, 265) 
(158, 280) 

 
 

5. Conclusion 
In our really life, there are many problems which are composed with many conflicting 

multiple optimization objects. MOTSP is an extended instance of traveling salesman problem, 
which naturally arises as a subproblem in many transportation and logistics applications. In this 
paper, an improved NSGA-II algorithm (INSGA-II-MOTSP) is proposed to solve the MOTSP. To 
improve its run-time efficiency, a layering strategy according to need is proposed and arena’s 
principle is also adopted to construct non-dominated set. In addition, an order crossover like 
operator and an inversion mutation operator are adopted for MOTSP. The experiment results 
show that the proposed INSGA-II-MOTSP algorithm is able to find better spread of solutions 
compared to other three algorithms. The better results and low computation time obtained by 
this algorithm can be explained by the layer strategy according to need. We intend to extend 
this strategy to other multi-objective optimization problems. 

In addition, we would like to use other measures which allows for a sound statistical 
analysis of our results. To this goal we will adopt the attainment functions methodology [18] for 
experimental analysis.  
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