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Abstract
Vector space model (VSM) is a common method for measuring test questions similarity in large-

scale item bank system. VSM is limited in accurately representing the knowledge relationship and the
potential semantic relations of different characteristic words, hence this paper proposes a method of test
questions similarity measure called OVSM-TQSM which combines domain ontology and VSM. OVSM-
TQSM can reveal the intrinsic relationship among words by using the constructed domain ontology which
integrates with the tree structure and the graphics structure. Incorporated with eigenvectors and the weight
of words in VSM, OVSM-TQSM calculates the similarity of test questions. A large number of experimental
results demonstrate that the novel approach is feasible and effective. Comparing with the traditional
method based on VSM, OVSM-TQSM has the advantages of higher accuracy and little unnecessary
laborious pre-processing.
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1. Introduction
VSM is a common method for measuring test questions similarity in large-scale item

bank system [1-3], proposed by Salton etc. in 1970s [4]. It is a relatively old algorithm which was
used in measuring text similarity, and it achieves good results for documents and web pages.
Though this algorithm is easy to be applied, it ignores the relations among words in documents
and only uses word frequency to calculate the similarity. Thus, when word frequency is low in a
shorter passage, this method is inappropriate. Therefore, Chunxia Jin introduced a new method
which uses a dynamic vector calculation in short passage to measure the similarity [5]. This
method constructs dynamic text vector based on HOWNET related words corpus firstly, and
abstracts HOWNET to a tree structure for further calculation. There are several research on
such algorithms using tree structure to solve the similarity calculation problem [6-8].

Exam question is a kind of short passage with stronger knowledge ontology. The
research about exam question similarity calculation was originally conducted by Junyi Zhu in the
Internet-based smart question item bank [9], which has been the important field in smart item
bank [10-12]. At present, every item bank cannot be shared publicly because of some specific
information it contained, resulting in the surplus of questions in the item bank and less
effectiveness of making exam papers. Therefore, the similarity between the questions plays a
very important role in eliminating the surplus questions in item bank.

Similarly, tree structure has been introduced into many research about exam question
similarity calculation. In the paper by Tang and Fan [10], high-frequency words extracting
algorithm based on suffix tree is used to extract content features of exam questions. Combined
with metadata features of questions, a method to compute question similarity is proposed. In the
calculation of word similarity in exam questions, however, the examining points are not
supposed to be a tree structure merely; instead, a graph structure is supposed to be an
appropriate and comprehensive structure. On the other hand, it seems that two questions based
on different points are similar at first glance, but in fact, one question can be quite different from
the other. In this case, these two questions cannot be defined as similar questions which cannot
be identified by VSM and tree structure. Considering this special characteristic of exam
questions, we introduce ontology to the calculation of similarity. An ontology is an explicit
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specification of a conceptualization [13] which has been applied widely into the field of problems
about similarity [14-16].

In this paper, we propose an ontology and vector space models based test questions
similarity measure (OVSM-TQSM). Experiments show that this method improves the accuracy
of question similarity with less pre-processing.

2. Definitions About Domain Ontology
By studying the characteristic of exam questions, we construct a domain ontology

consisting of domain points. In this process, we add the graph structure into the original tree
structure for the relations among different points. When the domain is described as a graph,
every point is regarded as a node, and Figure 1 is acknowledge network obtained by analyzing
a domain ontology.

Figure 1. Knowledge Network G Figure 2. Knowledge Tree T

Definition 1 Knowledge network. Knowledge network is characterized by a three-tuple
set, denoted as G = (V, TE, UE), where V is the finite nonempty set of points, consisting all the
nodes; TE is a finite set of parent-child pairs, consisting of directed arcs; UE is a finite set of
non-parent-child pairs, consisting of undirected arcs.

In the Figure 1, V = {v1,…,v10}, TE={t1,….,t9}, UE={u1,u2,u3}.
Obviously, the knowledge network has the same characteristics to the ontology

introduced in [17]; namely, the knowledge network can reflect the upper and lower relations
between each pair of nodes.

Definition 2 Knowledge tree. Knowledge tree is a two-tuple set from two sets in the
knowledge network V and TE, denoted as T = (V, TE).

In the Figure 2, V={v1,…,v10}, TE={t1,….,t9}
Definition 3 Ancestor knowledge. Ancestor knowledge PVi is the set of ancestors of the

node vi in the knowledge network.
In the Figure 1, the ancestor knowledge of the node v9 is PV9(v1, v3, v7, v9).
Definition 4 Related knowledge. Related knowledge RVi is the set of nodes connected

with vi via undirected arc uen.
In the Figure 1, the related knowledge of v9 is PV9(v8).
In the paper [7], a similarity calculation method based on tree structure is proposed. It

uses the level of sememe, obatins the similarity of sememe by calculating the distance of paths,
and takes node depth into consideration. We improve this method for the domain characteristic
of exam questions. Therefore, the definition of concept analyzing is given as follows.

Definition 5 Concept analyzing. Concept analyzing is a process where the ancestor
knowledge PVi and the related knowledge RVi of a certain node vi are united as a union set,
namely, PVi∪RVi, denoted as CVi. The node vi is regarded as a word, and all the related nodes
will be defined as sememe, then concept is the sememe of word.

In the Figure 1, the concept analyzing of v9 is v9 (v1,v3,v7,v8,v9), and that of v10is
v10(v1,v3,v7,v10). According to the method in [7], the similarity between the two nodes is high
because of the same ancestor. However, since they belong to different knowledge, they cannot
be compared together as to the huge similarity. But if the method described in definition 5 is
applied, it is more proper to set v9 (v1,v3,v7,v8,v9) and v10 (v1,v3,v7,v10).



 ISSN: 2302-4046

TELKOMNIKA Vol. 12, No. 9, September 2014: 6932 – 6939

6934

3. The proposed method of similarity
3.1. Model of the exam questions

If we denote a word i as a vector xi or yi, then an exam question can be denoted as:[ , , , … , ] (1)

The similarity of two questions [ , , , … , ]and [ , , , … , ] is denoted as sim(S1,
S2). In this paper, we use ontology to measure the word similarity in VSM, namely, to compare
the similarity of xi and yj, denoted as sim(xi, yj). According to the definition of concept analyzing,
every word in the ontology word corpus can derive more concepts from domain ontology by
analysis, obtaining word (sememe1, sememe2, …., sememe n).

If the vector g can be denoted as a concept, the vector x derived from the concept can
be denoted as:[ , , … , ] (2)

And the matrix model constructed can be denoted as:

= ⋯⋮ ⋱ ⋮⋯ (3)

3.2. Procedures of Calculating
OVSM-TQSM gets some certain exam questions from the item bank, segments, and

then calculates the similarity. Firstly, it measures the word similarity using domain ontology; then
it weights words with the highest similarity, and uses them as the eigenvector; finally it
calculates the exam questions similarity based on VSM. The flowchart is in the Figure 3.

Comparing to the traditional method, OVSM-TQSM has two advantages:
(1) It combines tree structure and graph structure, which strengthens the relations or

difference between the words and improves the accuracy of the similarity. It is appropriate to
construct a graph structure, because a vector of a question belongs to a certain subject with
relations to others, and this is a many-to-many relation. But tree structure is useful, therefore we
combines tree and graph structure to achieve more accurate results.

(2) It weights the word in the domain and eliminates stopwords, requiring less pre-
processing. In order to compare effectively the domain words with common words, it is useful to
enlarge the weights because of the strong domain character of exam questions. OVSM-TQSM
modifies the traditional method of word matching and integrates the intrinsic relations based on
frequency.

Figure 3. The Flowchart
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3.3. Similarity Based on Ontology
As to two questions [ , , , … , ] and [ , , , … , ], we can get the

eigenvector [ , , … , ] and [ℎ , ℎ , … , ℎ ]( ∈ {1, … , }, ∈ {1, … , }) after segmenting,
where sememe g and h are obtained from concept analyzing. For convenience, we use, to represent the similarity between xi and yj. The calculation is described as follows:( , ) = 1 ℎ =( , ) = ℎ ≠ (4)

Where f is the number of the same sememe, m and n are the numbers of sememe of the word x
and the word y respectively.

3.4. Similarity Based on VSM
According to the traditional VSM method, the distribution of the word k in a quesiton= should be calculated firstly, where N is the number of the eigen words in the

question and nk is the number of the eigen word k. Usually, the frequency of eigen word and
that of non-eigen word in a question has little difference, so this traditional method is
inappropriate to be applied into the exam questions. Therefore, when the domain ontology is
being constructed, we weight the eigen word higher, and use the word similarity in 3.3 for further
calculation.

Step 1. Calculating the weight of every word. The adjustment factor is if the word k
belongs to the ontology O, and otherwise. The weight wk of the word k in question S1 and S2
is:

= , ∈, ∉ (5)

Where q is the number of the word k, m and n are the number of the words whose frequencies
are 1 and respectively. Here, + = 1 and > .

Step 2. Calculating the weighted similarity . Obtaining the maximum similarity( , ) from 3.3, we get:= ( , ) (6)

And then we eliminate the word and ; From the remaining similarities, we get the maximum( , ), get:= ( , ) (7)

And eliminate the word and . Repeat such steps until all the eigen words in a question
have been completely extracted.

Step 3. The similarity of question S1 and S2 is:

( , ) = ∑∑ ∑ (8)

Where m and n are the number of eigen words in S1 and S2 respectively, and l is the less one
between m and n.
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4. Experiments
4.1. Experiment Settings

Taking the course Data Structure for an example to measure the effectiveness of our
new method, we construct the domain ontology of Data Structure, illustrated in the Figure 4 and
Figure 5.

The dataset we use is from our own item bank of the course. In this item bank, we
import almost all of the questions in Analyzing Algorithm and Data Structure Graduate Test(The
second edition) published by China Machinery Press, written by Shoukong Chen etc, consisting
of 318 multi-choice questions, 335 fill-blank questions, 232 judgement questions, 450
application questions and 226 algorithm designing questions, 1561 totally. We measure the
similarity in the interval of [0, 1], and the closer to 1, the higher similarity.

There are three different situations in our experiment:
(1) The questions with different points from the same ancestor, as v4 and v6 from the

same ancestor v2 in the Figure 6.
(2) The questions with the same points and different descriptions. In the Figure 6,

questions 1 is a fill-blank question while the question 2 is a multi-choice question. But in fact
they have the identical descriptions.

(3) The questions with irrelevant points.
When measuring the effectiveness, we use VSM-based method to compare.

Figure 4. The Class of Ontology Figure 5. The Adjacent List Related Content
and Class

Figure 6. An Example of Question

4.2. Experimental Results
We get different results when using different values of and in the formula 5. Figure

7 is the result of experiments on these values. From the Figure 7, we choose (0.2, 0.8) as the
best of ( ， ) and conduct the subsequent experiments.

1）There are ( ) nodes in a k-depth complete binary tree at
least.
2）Here are ( ) nodes in a k-depth complete binary tree at least.

a)2 b)2 − 1 − 1 c)2 − 1 d)2 + 1
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Figure 7. The Rate of Error of (γ ，γ )
In order to prove the advantages of OVSM-TQSM, we separate the 1561 questions into

three situations. We choose six groups to compare with other methods like traditional VSM and
human judgements, shown in the Figure 8.

Figure 8. A Comparison

We discuss the reuslts as follows. In the Figure 8, the comparisons in the first two
groups are in the situation (1) described in the section 4.1, where the first group includes the
questions with less characters and lower similarities, whereas the second group includes the
questions with more character and higher similarities. In accordance to the first group, it is
obvious that OVSM-TQSM can enlarge the difference between two questions with less
characters; the second group shows that OVSM-TQSM can easily find out the similarities with
more characters.

The middle two groups are in the situation (2) where the questions have higher
similarities. In the group 4 especially, the questions are expressed in the same way but the
numbers in the questions are different. OVSM-TQSM can make the similarity closer to similarity
1.

The last two groups are in the situation (3) where the questions are irrelevant to each
other, namely, the similarities by human judgements are 0. The similarities gained by OVSM-
TQSM are obviously less than that gained by VSM.

Making the advantages of OVSM-TQSM clearer, we compare the OVSM-TQSM and
traditional VSM to human judgements separately. If the bias between the similarity calculated
and human judgements is less than 5%, we regard it tolerable, and define the accuracy as:= (9)

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Rate of error

0

0.2

0.4

0.6

0.8

1

OVSM-TQSM

VSM

Human judgements



 ISSN: 2302-4046

TELKOMNIKA Vol. 12, No. 9, September 2014: 6932 – 6939

6938

Then the result is shown in the Table 1.

Table 1. Experimental Results
Method Number of questions Number of tolerable accuracy Accuracy

OVSM-TQSM 1561 1426 91.4%
VSM 1561 1164 74.6%

Analysing the result, we conclude that traditional VSM is not a proper method because
the frequencies have little difference when there are fewer words in the questions. OVSM-
TQSM compares every word, and weights the words in ontology higher, which can be effectively
applied and achieve higher accuracy than VSM.

5. Conclusion
To mitigate the deficiency of traditional VSM, we propose a new method called OVSM-

TQSM based on ontology and VSM to calculate the similarities between the exam questions.
This method firstly constructs an ontology of a certain course, considering the ancestors in a
knowledge tree and nodes with special relations in the knowledge network. Then it combines
the thoughts of eigenvector and weighted words in VSM to calculate the similarity. The
experiments show that OVSM-TQSM uncovers the intrinsic relations between words, reduces
much pre-processing and achieves higher accuracy.

In the future, two researches can be conducted further. One is to find out more precise
adjustment factors; the other is to expand this work to other fields where the sentence similarity
is applied.
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